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SIGNIFICANCE: For people with limited vision, wearable displays hold the potential to digitally enhance visual
function. As these display technologies advance, it is important to understand their promise and limitations as vi-
sion aids.

PURPOSE: The aim of this study was to test the potential of a consumer augmented reality (AR) device for improv-
ing the functional vision of people with near-complete vision loss.

METHODS: An AR application that translates spatial information into high-contrast visual patterns was developed.
Two experiments assessed the efficacy of the application to improve vision: an exploratory study with four visually
impaired participants and a main controlled study with participants with simulated vision loss (n = 48). In both
studies, performance was tested on a range of visual tasks (identifying the location, pose and gesture of a person,
identifying objects, and moving around in an unfamiliar space). Participants' accuracy and confidence were com-
pared on these tasks with and without augmented vision, as well as their subjective responses about ease of
mobility.

RESULTS: In the main study, the AR application was associated with substantially improved accuracy and confi-
dence in object recognition (all P < .001) and to a lesser degree in gesture recognition (P < .05). There was no sig-
nificant change in performance on identifying body poses or in subjective assessments of mobility, as compared
with a control group.

CONCLUSIONS:Consumer AR devicesmay soon be able to support applications that improve the functional vision
of users for some tasks. In our study, both artificially impaired participants and participants with near-complete vi-
sion loss performed tasks that they could not do without the AR system. Current limitations in system performance
and form factor, as well as the risk of overconfidence, will need to be overcome.
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For the millions of people who are affected by low vision and
blindness, independence andmobility can pose daily challenges.1–3

To address these challenges and improve the functional vision of this
population, a range of assistive tools have been developed, including
vision aids and sensory substitution devices. Recently, available
tools have included customhead-mounted display systems designed
to digitally enhance visual information, such as Jordy (Enhanced Vi-
sion, Huntington Beach, CA), LVES,4 eSight (eSight, Toronto, On-
tario, Canada), and NuEyes (NuEyes, Newport Beach, CA). The
basic principle of these head-mounted displays is to substitute the
image cast by the world on the retina with an enhanced view.
Outward-facing cameras capture live video of the world in front of
the user; this video is processed to increase visibility via magnifica-
tion or contrast enhancement and then shown in (near) real time to
the user through a pair of microdisplays positioned in front of the
eyes.5–7 This is called a “video see-through display” because al-
though the system is mobile, the users' eyes are covered by opaque
screens. While these systems are promising and can measurably in-
crease functional vision,6 they also tend to suffer from temporal lag,
cumbersome hardware, and reduced visual field. To date, no video
see-through system has been widely adopted.

At the same time, head-mounted displays have emerged as a
popular platform for mass consumer electronics, with a range of
companies selling these systems to general consumers for virtual
and augmented reality applications. In particular, optical see-
through augmented reality systems, such as Glass (Google, Mountain
View, CA) and HoloLens (Microsoft, Redmond, WA), can augment
vision without having to cover the eyes with an opaque screen.
These commercial products also benefit from the cost savings of
mass production, improvements in form factor, and the ability to
flexibly support a range of software applications. Despite the lower
contrast typical of see-through displays, these augmented reality
systems have several potential advantages compared with video
see-through displays. For example, the user's natural field of view
is intact, and their eyes are unoccluded. Thus, the incorporation
of assistive features into a consumer augmented reality system pro-
vides a potential new avenue for broadening the impact of this
technology on the low vision and blind population, much like con-
sumer smartphones have broadened the availability of handheld
assistive tools.8

One early study used off-the-shelf head-mounted displays to
build a see-through visual multiplexing device for visual field loss,9
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but at the time additional custom hardware was required to achieve
the desired effect. A more recent study examined visual acuity and
sensitivity for text and shapes presented on a see-through aug-
mented reality system, showing that a variety of virtual content
can be visible to visually impaired users on a consumer system.10

However, no specific assistive applications were explored. Another
recent study showed that overlaying enhanced edge information on
a see-through head-mounted display can increase contrast sensi-
tivity in simulated visual impairment.11 Here, we build on this prior
work to examine alternative avenues for visual enhancement using
consumer augmented reality.

The question of how best to augment visual information is still an
open one,5,12–14 particularly for individuals with near-complete vi-
sion loss (i.e., individuals with severely impaired vision or legal blind-
ness).15 Selectively enhancing edges that indicate object boundaries
may simplify complex visual patterns so as to help with parsing nat-
ural scenes when visual information is limited.16–20 In particular, a
few previous studies have used a “distance-based” enhancement
system that translates the distance of points in front of the user into
pixel brightness values and showed that visually impaired users
wearing this video system could perform a visual search task while
seated16 and collided with fewer obstacles in a mobility task.21 A
similar approach was recently implemented in a custom-built see-
through system.22 Here, we examine the ability of emerging con-
sumer augmented reality hardware (Fig. 1) to implement a similar
distance-based visual augmentation, with a focus on usability for in-
dividuals with near-complete vision loss. We focus on this group spe-
cifically because prior work and our own pilot testing suggest that
they may be the most likely to find utility in distance-based informa-
tion. Thus, we test the hypothesis that distance-based augmented
reality can improve functional vision in this target population for a
range of tasks. We develop an application to run on the HoloLens
that translates spatial information from the physical environment
into an augmented reality view containing simplified patterns with
high-contrast edges between objects at different distances. We then
examine the impact of the application on performance of a range of
visual tasks in an exploratory study with visually impaired users with
a range of etiologies (n = 4) and in a study using a larger sample
of people with simulated visual impairment (n = 48). We focus
on understanding existing strengths, areas of potential, and
current limitations.

METHODS

Hardware

TheHoloLens is a head-mounted augmented reality system that
can display three-dimensional (3D) virtual surfaces within the
physical environment.23 The system includes two see-through dis-
plays that subtend approximately 30° horizontally and17.5° vertically
in each eye (Fig. 1A, red arrows). A set of sensors (Fig. 1A, blue
dashed box)–including four scene-tracking cameras, an infrared-
based depth sensor, and an inertial measurement unit–continuously
tracks the user's position and orientation in the environment. As
the user moves around, the HoloLens also measures and stores
the dimensions and shape of the physical space around them,
creating a 3D reconstruction of the surrounding environment. This
3D reconstruction is provided to developers as a triangle mesh,
in which the number of individual triangles used to define the
environment per unit area determines the resolution and detail
of the 3D map. User input is accepted via multiple channels,

including speech, hand gestures, and Bluetooth devices. All
computation is completed on board, so the system is untethered
(Fig. 1B) and has a battery life of two to three hours with active
use. It weighs approximately 580 g.

Application Development

Software development was performed using Microsoft's
HoloToolkit and Unity (Unity Technologies, San Francisco, CA).
We developed an application that measures the distance of sur-
faces and objects in the environment from the user by accessing
the user's position and the 3D environment map. The application
discretizes these distances into a set of bands, each with a unique
color and intensity value. The bands are directly overlaid semi-
transparently on the environment in stereoscopic 3D when viewed
through the displays (Figs. 2A, B), creating an augmented
reality environment that is a mixture of real and virtual surfaces.

FIGURE 1. HoloLens hardware. (A) The HoloLens has binocular see-
through displays (red arrows), a sensor bar (blue dashed box), and an on-
board computer. (B) Users wear HoloLens by tightening an adjustable
band around the head and positioning the screen in front of their eyes.
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